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Abstract. Tensor decomposition is as a powerful unsupervised machine
learning technique capable of modeling multi-dimensional data, including
that related to malware. This chapter discusses a method that employs
tensor decomposition for malware analysis. We introduce an innovative
ensemble semi-supervised classification algorithm named Random Forest
of Tensors (RFoT). RFoT leverages tensor decomposition to extract in-
tricate latent patterns from the data. Our hybrid model combines multi-
dimensional analysis with clustering to capture sample groupings within
latent components, aiding in distinguishing between malware and benign-
ware. The patterns extracted from malware data using tensor decomposi-
tion heavily rely on the configuration of the tensor, including dimension,
entry, and rank selection. To encompass diverse perspectives offered by
different tensor configurations, we adopt the ’wisdom of crowds’ philos-
ophy. This involves leveraging decisions made by the majority within
a randomly generated ensemble of tensors, varying in dimensions, en-
tries, and ranks. We illustrate RFoT’s effectiveness in classifying Win-
dows Portable Executable (PE) malware and benign-ware. To promote
the utility of tensor decomposition for malware analysis and ensure the
reproducibility of our results, we have made our code publicly available.

Keywords: malware analysis · tensor decomposition · semi-supervised

1 Introduction

1.1 Motivation for Automated Malware Detection

Malware is a broad term encompassing any unwanted software designed to
steal personal or confidential information or cause harm to a system upon de-
ployment. Recent cyber reports rank malware as one of the most costly and
frequent cyber threats [Bissell and Ponemon(2019)]. Detection of cyber anoma-
lies, including malware network traffic, continues to be a significant challenge
for cyber defenders. In general, organizations report an annual cost of malware
at $2.5 million [Bissell and Ponemon(2019)], while a single ransomware breach
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totals nearly $4.62 million [IBM(2019)]. Simultaneously, the quantity of mal-
ware in circulation continues to escalate rapidly. Approximately 13.5 million new
malware specimens and unwanted applications are reported monthly, accumu-
lating to nearly 1.3 billion known malware specimens in 2022 [The Independent
IT Security Institute(2022)]. This swift proliferation in malware volume is ac-
companied by increasing sophistication and threat capabilities, intensifying the
challenge of defending against malware [Labs(2020),Verizon(2021)]. The escalat-
ing capabilities, sophistication, cost, and volume of malware, coupled with the
shortage of experienced malware analysts to address the overwhelming number of
malware attacks, drive the necessity to employ automated defense systems based
on Machine Learning (ML) to combat malware. ML facilitates early detection
and reduces response times, enabling automation to cut the cost of a security
breach by 80% [IBM(2019),Bissell et al.(2020),Bissell and Ponemon(2019)].

ML-based malware detection utilizes two categories of features: Dynamic
malware analysis-based features are gathered at runtime and frequently encom-
pass system calls, file system events, network activities, and process behavior.
In contrast, static malware analysis-based features are derived directly from the
contents of an executable binary, such as the Portable Executable (PE) header,
strings, code, and raw bytes. The static malware features can be extracted from
a specimen without requiring binary execution. Dynamic analysis-based features
typically offer a more detailed view of malware behavior and are less suscepti-
ble to potential obfuscations and packing techniques [Sikorski and Honig(2012)].
However, obtaining dynamic features presents several challenges. Dynamic fea-
tures necessitate executing the malware within a resource-intensive isolated sand-
box environment, often resulting in a slow feature collection process. Addition-
ally, certain types of malware are capable of detecting the presence of a sandbox
and modifying their behavior accordingly [Raff et al.(2018)]. Despite potential
shortcomings, static malware features remain an effective means to detect and
characterize malware. We refer the reader to [Sikorski and Honig(2012)] for more
details on classical malware analysis. This chapter discusses a semi-supervised
malware classification method applied to static malware analysis-based features,
specifically focusing on Windows PE header features. More precisely, we present
malware classification methods that utilize tensor decomposition, wherein mal-
ware data is represented within a multi-dimensional space.

1.2 Motivation on Using Tensor Decomposition for Malware
Detection

Tensor decomposition is a powerful unsupervised ML method capable of ex-
tracting multifaceted latent patterns from large and complex datasets. In con-
trast to classical ML methods, which often operate as black-box systems, tensor
decomposition yields interpretable results. This attribute makes it an effective
tool for incident responders seeking to validate alerts generated by automated
incident detection systems (IDS). Furthermore, given the continuous genera-
tion of new malware variants by malicious authors [Raff and Nicholas(2020)],
ML models utilized in malware identification must effectively generalize well to



Classifying Malware using Tensor Decomposition 3

new threats. However, many prevalent ML models struggle to generalize to new
data. Moreover, supervised ML models demand substantial quantities of labeled
training data to achieve desired levels of performance in operation. This poses a
significant challenge within the malware domain, where acquiring labeled mal-
ware data is both costly and time-consuming [Raff and Nicholas(2020)]. Semi-
supervised methods, including the algorithm presented in this chapter, can mit-
igate these shortcomings. They hold the potential for enhanced generalizability
to new data and the ability to achieve robust performance with limited labeled
data quantities. Despite the potential advantages of semi-supervised solutions,
the broader research community has not extensively explored their application
in Windows malware detection [Raff and Nicholas(2020)]. Addressing this gap
in malware research, we present a semi-supervised algorithm based on tensor
decomposition tailored for classifying Windows malware.

1.3 Chapter Contributions

Malware data naturally exists in multiple dimensions, enabling the construc-
tion of a multi-dimensional representation using tensors. These representations
can be analyzed using tensor decomposition methods. Within this chapter, we
introduce an ensemble semi-supervised classification algorithm called Random
Forest of Tensors (RFoT). RFoT effectively utilizes tensor decomposition’s capa-
bility to extract significant patterns from multi-dimensional malware data. Our
analysis reveals that both malware and benign samples form distinct clusters
within and among the latent components identified through tensor decompo-
sition. To capture these groupings, we employ clustering methods and execute
semi-supervised class voting for each unknown specimen grouped within a clus-
ter, using known samples from the same cluster as a reference point. We elimi-
nate noisy clusters based on a cluster uniformity threshold calculated using the
known specimens. The extracted latent patterns heavily rely on the tensor’s
configuration, including dimension, entry, and rank selection. RFoT operates on
the principle of the ’wisdom of crowds.’ The final class prediction is derived
through a max-vote mechanism, aggregating votes received from each randomly
generated ensemble of tensor configurations varying in dimensions, entries, and
ranks.

In this chapter, we investigate the malware classification performance of
RFoT using two distinct tensor decomposition algorithms: CANDECOMP/PARAFAC
Alternating Least Squares (CP-ALS) [Battaglino et al.(2018),Bader and Kolda(2006),
Kolda and Bader(2009)], and CANDECOMP/PARAFAC Alternating Poisson
Regression (CP-APR) [Chi and Kolda(2012)] tensor decomposition. Addition-
ally, we compare Mean Shift (MS) [Fukunaga and Hostetler(1975), Wu and
Yang(2007), Jin and Han(2017), Pedregosa et al.(2011)] and Component Clus-
tering algorithms utilized to capture patterns from latent factors. In our ex-
periments, we employ Windows Portable Executable (PE) file features of mal-
ware and benign-ware sourced from the EMBER-2018 dataset [Anderson and
Roth(2018)]. Specifically, we create 10 random subsets, each comprising 10,000
PE files, and conduct experiments within each random subset. This approach
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demonstrates the statistical significance of our results using 95% confidence
intervals. We benchmark our method against the tuned XGBoost [Chen and
Guestrin(2016)] and LightGBM [Ke et al.(2017)] models, previously employed
in research reporting high classification scores. Additionally, we compare our re-
sults against the SelfTrain extended XGBoost model, which establishes a semi-
supervised learner [Yarowsky(1995)].

Our findings demonstrate that our semi-supervised method outperforms state-
of-the-art supervised models, achieving an F1 score of 0.968 in classifying mal-
ware. This performance improvement comes with a trade-off involving a reduced
number of predicted labels due to abstaining predictions (i.e., predicting ”we do
not know what class this is”). To the best of our knowledge, we are the first to
formulate a tensor-based semi-supervised classifier within an ensemble learning
framework for classifying Windows malware.

1.4 Code and Data Availability

To enable the reproducibility of our results and to provide an operationally-
relevant tool, we have released RFoT on GitHub4. Our Python library follows the
well-known Scikit-learn API to ease the usage of RFoT [Buitinck et al.(2013),Pe-
dregosa et al.(2011)]. The RFoT Python library also includes the Python imple-
mentation of the CP-ALS algorithm which was originally released in MATLAB
Tensor Toolbox [Bader et al.(2017),Harris et al.(2020)]. For the CP-APR algo-
rithm, which was also originally introduced in MATLAB Tensor Toolbox [Bader
et al.(2017),Hansen et al.(2015)], we use the latest Python implementation of the
CP-APR algorithm with GPU capability, named pyCP APR5, as a dependency
in the RFoT library [Eren et al.(2022),Eren et al.(2021)]. Further, to reduce the
computation time, the RFoT library utilizes embarrassingly parallel decomposi-
tion of each random tensor member in the ensemble. Finally, the dataset used to
demonstrate the capabilities of the method introduced in this chapter, namely
the EMBER-2018 dataset6 [Anderson and Roth(2018)], is publicly available.

2 Related Work

2.1 Machine Learning Based Malware Classification

ML-based automated detection and characterization of malware has been
a longstanding area of research. Deep learning has proven to be an effective
method for classifying malware in a supervised manner. Vinayakumar et al. uti-
lized shallow neural networks to detect malware using PE header features [R.
and K.P.(2018)]. Similarly, Fabian et al. employed neural networks, designing
their method for use in environments with limited computational resources [Fon-
seca A et al.(2021)]. In contrast to these approaches that utilize a selected set

4 RFoT is available at https://github.com/MaksimEkin/RFoT
5 pyCP APR is available at https://github.com/lanl/pyCP_APR
6 EMBER-2018 dataset is available at https://github.com/elastic/ember

https://github.com/MaksimEkin/RFoT
https://github.com/lanl/pyCP_APR
https://github.com/elastic/ember
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of static malware features, Raff et al. introduced a deep learning architecture
named MalConv, aiming to classify malware directly based on the entire raw
byte-sequences of the binary [Raff et al.(2018)]. These methods leverage static
malware analysis-based features for malware classification. While static mal-
ware features can effectively identify malicious files, dynamic malware features
can offer additional insights into the executable. Vinayakumar et al. adopt a
multi-modular approach using Deep Neural Networks (DNN), performing clas-
sification using features from static analysis, dynamic analysis, and gray-scale
malware images [Vinayakumar et al.(2019)].

Several prior studies have focused on malware detection using images gen-
erated from malware [Liu et al.(2017), Yan et al.(2018), Narayanan and Davu-
luru(2020),Yuan et al.(2020),Liu et al.(2020)]. This includes research on classi-
fying malware visualizations utilizing an ensemble of random forests [Roseline
et al.(2019)], as well as another study employing a semi-supervised approach
to cluster gray-scale malware images [Abdelmonem et al.(2021)]. Additionally,
Wang et al. utilized a semi-supervised approach with gray-scale malware im-
ages [Wang et al.(2021)]. In their research, byte n-grams were translated into
fixed-size gray-scale image vectors as training features. Wang et al. perform clas-
sification with the gray-scale image vectors using a 1-dimensional Convolutional
Neural Network (CNN), a supervised deep learning method, that is strengthened
using a semi-supervised Generative Adversarial Network (SGAN).

Previous studies have also examined classical ML methods for malware clas-
sification. Kumar et al. demonstrated that XGBoost is an effective model for
classifying Windows PE malware, achieved through low-resource feature se-
lection [Kumar and Geetha(2020)]. Pham et al., also using the EMBER-2018
dataset, illustrated that statistical summaries of the original PE features can
enhance detection results. They employed LightGBM, which surpassed the pre-
viously introduced deep learning solution MalConv while requiring fewer re-
sources [Pham et al.(2018)].

The majority of the aforementioned work, which reported excellent malware
detection capabilities, is based on supervised learning. However, supervised mod-
els often encounter performance degradation in production when confronted with
specimens that do not conform to the same distribution observed during train-
ing. Qi et al. tackled this issue by integrating an unsupervised domain adapta-
tion technique based on adversarial learning into LightGBM for static malware
detection [Qi et al.(2021)]. Their approach extends LightGBM to learn domain-
invariant features by using the predictions generated from each decision tree in
the model as a feature space, subsequently employing these features as input
into the adversarial learning framework.

Another area that has garnered increasing interest is the application of en-
semble learning to augment the predictive capabilities of malware classifiers. In
pursuit of this, previous research has delved into an ensemble approach for Win-
dows malware classification utilizing static features. Atluri demonstrated that
various tree-based ensemble models, such as Random Forests, Bagging Decision
Tree Classifier, and Gradient Boosting Classifier, among others, can be used
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together in a single framework, named Voting Ensemble Classifier (VEC), to
achieve enhanced detection of Windows PE malware [Atluri(2019)]. Similarly,
Ramadhan et al. explored a comparable method by creating a voting-based en-
semble model employing LightGBM, XGBoost, and Logistic Regression [Ramad-
han et al.(2021)]. Their study showed that an ensemble comprising classifiers,
each with its distinct inductive biases, could result in increased accuracy com-
pared to any individual model alone, as each member of the ensemble comple-
ments the weaknesses of others. Additionally, the framework of ensemble learning
has been applied in the realm of deep learning for malware detection by Dahl
et al. [Dahl et al.(2013)]. The authors demonstrated that an ensemble of neural
networks employing voting, alongside a novel feature selection method based on
dimensionality reduction and random projections, significantly improves mal-
ware identification.

While the aforementioned prior work on ensemble learning utilized the voting
method, Azeez et al. adopted a stacking approach employing an ensemble of
CNNs to create a derived dataset based on the decisions made by the base
models. This derived dataset was then used as input to the final prediction layer,
incorporating an ExtraTrees classifier to enhance prediction accuracy [Azeez
et al.(2021)]. Similarly, Gupta et al. also applied a stacking approach employing
an ensemble of diverse supervised classifiers [Gupta and Rani(2020)]. However, in
contrast, Gupta et al. meticulously selected the best-performing classifiers within
the ensemble by initially ranking them based on their performance. Subsequently,
the highest-ranking base models were integrated into the stacking ensemble layer,
further enhancing the capability for malware detection.

Clustering has been integrated into ensemble learning frameworks for mal-
ware identification as well. Ye et al. presented a hybrid framework that constructs
base clusters from an ensemble of clustering algorithms separately applied to TF-
IDF, built from instruction frequency and instruction n-grams [Ye et al.(2010)].
This approach utilizes an ensemble of clustering algorithms with distinct char-
acteristics, such as hierarchical clustering and weighted subspace K-medoids,
to form the base clusters. These clusters are then utilized to extract the sig-
natures that differentiate malware families. Similarly, Zhang et al. proposed a
similar framework based on an ensemble of hybrid clustering algorithms [Zhang
et al.(2017)].

Similar to clustering ensembles, distance metrics have been incorporated
within an ensemble learning structure. Kong et al. utilized similarity metrics
between pairs of malware to categorize malware families [Kong and Yan(2013)].
The authors derived similarity measurements using a distinct set of features such
as opcodes, system calls, and file system activity. These new distance-based fea-
ture vectors, each derived from different malware features, were then employed
to train an ensemble of classical ML models. Additionally, a similarity-based
approach was previously employed by Raff et al., where they introduced the
Burrows Wheeler Markov Distance (BWMD), an efficient similarity metric. This
metric is based on embedding data into a fixed-size vector space, demonstrating
its effectiveness in clustering malware [Raff et al.(2020)]. Finally, the malware
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similarity for clustering IoT malware in an unsupervised manner was presented
in [Bak et al.(2020)].

While several other works have examined supervised approaches [Huang and
Stokes(2016),Jiang et al.(2019),Vinayakumar et al.(2019),Zhang et al.(2019),Loi
et al.(2021),Sun et al.(2017),Ahmadi et al.(2016),Mohaisen et al.(2015),Hansen
et al.(2016)], we draw inspiration from previous advancements and successes in
ensemble learning and clustering methodologies. Our framework leverages en-
semble learning and clustering techniques in multidimensional analysis through
tensor decomposition. This approach combines the potency of tensor decomposi-
tion with ensemble learning. Furthermore, driven by the anticipated advantages,
we structure our tensor decomposition-based solution within a semi-supervised
methodology. The most analogous work to ours, concerning semi-supervised
learning, was conducted by Irofti et al., who proposed a semi-supervised solu-
tion using Dictionary Learning (DL) for classifying Windows PE malware [Irofti
and Băltoiu(2019)]. Their framework initially trains a dictionary in a supervised
manner, facilitating the intermittent classification of new malware instances,
subsequently updating the dictionary with signals from new malware in an un-
supervised online fashion. However, DL is based on matrix factorization, which
is constrained by the information conveyed in a two-dimensional space. Simi-
lar to [Irofti and Băltoiu(2019)], Non-negative Matrix Factorization, or NMF,
has also been applied to the malware/benign-ware classification problem where
Ling et al. derive similarity scores of structural patterns extracted with NMF to
detect metamorphic malware (malware with the capability to modify its code
during run-time) using static analysis features [Ling et al.(2019)].

In contrast, our approach employs tensors to model data in a higher-dimensional
space. Each dimension allows for the inclusion of more intricate details about the
nature of the data, resulting in the extraction of complex and multi-perspective
information. Given the capacity for acquiring nuanced insights from data through
multi-dimensional analysis, recent studies have employed tensors in addressing
cybersecurity problems.

2.2 Tensor Decomposition and Cybersecurity

Data relevant to cybersecurity problems often exhibit a multi-dimensional na-
ture, making tensors an ideal tool for analyzing cyber data. Several prior works
have employed tensor decomposition to address cybersecurity issues in an un-
supervised manner. The CANDECOMP/PARAFAC Decomposition (CPD) has
emerged as a popular tool for identifying various types of outliers or anomalies
in cyber data [Koutra et al.(2012),Maruhashi et al.(2011)].

Bruns et al. utilized non-negative tensor decompositions, particularly the CP-
APR algorithm, to discern patterns of malicious network activity [Bruns-Smith
et al.(2016)]. The authors leveraged the interpretability of tensor decomposition
results, visually analyzing the latent factors, and successfully identified distinct
stages of a cyber breach, including reconnaissance, brute-forcing, data exfiltra-
tion, and insider threats.
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Subsequently, the integration of CP-APR with a statistical framework has
demonstrated effectiveness in enhancing automatic anomaly detection capabili-
ties. This method exhibited proficiency in identifying compromised user creden-
tials, botnet network traffic, spam emails, and fraudulent credit card transac-
tions [Eren et al.(2020), Eren et al.(2022)]. Moreover, CP-APR was employed
to detect cyber anomalies by utilizing High-Performance Computing (HPC) re-
sources for conducting embarrassingly parallel graph analytics within the latent
components [Ezick et al.(2019)]. In [Eren et al.(2022)], botnet network traffic
from the UGR’16 dataset [Maciá-Fernández et al.(2018)]7 was identified using
non-negative tensor decomposition within a statistical framework based on user
behavior analysis. Here, the patterns of normal or expected network traffic were
modeled with CP-APR. During testing, this model, utilizing latent components
extracted by factorizing the data from expected behavior, identified deviations
from the norm via Poisson p-values, where lower p-values were used as an in-
dicator of an anomaly or botnet network traffic. The analysis incorporated IP
addresses of the network communication and temporal information as tensor
dimensions. The study showcased how the unsupervised tensor decomposition-
based method surpasses the anomaly detection capabilities of several state-of-
the-art supervised and semi-supervised approaches.

The Tucker tensor decomposition has also emerged as a popular algorithm
in addressing cybersecurity issues. Kanehara et al. utilized non-negative Tucker
tensor decomposition with thresholding across latent factors to enable real-time
botnet detection within the darknet [Kanehara et al.(2019)]. Similarly, Tork et al.
employed Tucker tensor decomposition on a three-dimensional tensor to identify
telecommunication anomalies [Fanaee-T et al.(2014)].

Xie et al. introduced a tensor truncating algorithm for rapid low-rank Tucker
decomposition of tensors. They utilized reconstruction error as a metric for de-
tecting network anomalies [Xie et al.(2017)]. Additionally, Sun et al. tackled
the network anomaly detection problem by employing a dynamic Tucker tensor
decomposition approach tailored for handling large-scale streaming data [Sun
et al.(2006)].

In classical ML, ensemble learning has proven to significantly enhance indi-
vidual model capabilities. Motivated by this, there has been growing exploration
of ensemble learning in the tensor domain. Kisil et al. were among the first to ap-
ply an ensemble learning approach in multi-dimensional space [Kisil et al.(2018)].
They utilized an ensemble of latent factors extracted via tensor decomposition
to train classical ML models, combining hypotheses from each tensor decompo-
sition and ML model.

Similarly, Hou et al. introduced a framework employing tensor decompo-
sition in an ensemble setting to classify Android malware [Hou et al.(2017)].
This involved utilizing application permissions, API calls, and hardware speci-
fications as features to construct a tensor. Tensor Filter was then employed in
a recursive boosting approach to generate an ensemble of base models. Their
study demonstrated that the ensemble approach, coupled with tensor decompo-

7 The UGR’16 dataset is available at https://nesg.ugr.es/nesg-ugr16/

https://nesg.ugr.es/nesg-ugr16/
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sition, markedly enhances malware detection capabilities compared to classical
ensemble models.

Another prior work also utilized an ensemble approach to demonstrate how
anomaly detection capabilities can be enhanced, showcasing that an ensemble
of tensors with varying ranks can augment anomaly detection capabilities using
statistical p-value fusion techniques [Eren et al.(2022)].

The outcomes derived from the aforementioned prior studies heavily depend
on the selection of tensor rank, dimensions, and entries. Crafting an appropriate
tensor that yields favorable results upon decomposition presents a non-trivial
challenge due to various factors. Firstly, determining the rank of a tensor is
known to be NP-hard [Kolda and Bader(2009)]. Additionally, while constructing
a tensor that carries intuitive significance might be feasible, choosing the most
suitable features for tensor dimensions and entries often demands thorough in-
vestigation. This process typically involves trial and error, experimenting with
different feature combinations.

For instance, several previous studies utilized source IP, destination IP, and
temporal information as tensor dimensions for network traffic data (Netflow).
However, Netflow data encompasses numerous other potential features like bytes
transferred, packet counts, source and destination port numbers, and connection
durations, among others. Simultaneously, the choice of tensor entry could involve
binary values, counts, or other Netflow features. Thus, the process of selecting
the optimal feature combinations to define a tensor’s dimensions and entries
from a multitude of possibilities poses an exponential scale problem.

In our forthcoming methodology, presented in this chapter, we propose that
employing an ensemble of randomized tensor configurations eliminates the ne-
cessity of identifying a single tensor with optimal dimensions and entry. Before
introducing our framework, we initiate the next chapter by summarizing tensor
notation as preliminary information.

3 Tensor Decomposition Notation

Tensor decomposition is a potent data analysis method capable of extracting
intricate patterns from data in an unsupervised manner. By utilizing tensors,
data can be represented in a multi-dimensional space, allowing for the simul-
taneous exploration of natural relations among each dimension. This higher-
dimensional and more complex representation facilitates the discovery and inter-
pretation of hidden, multi-perspective information within the data. This section
aims to summarize the tensor notations, which will be useful for understand-
ing the later introduction of RFoT in this chapter. A summary of the notations
utilized in this chapter can be found in Table 1.

Tensors represent a higher-order extension of matrices and enable the repre-
sentation of multi-dimensional data. A first-order tensor corresponds to a vector,
an order-2 tensor is referred to as a matrix, and any structure with dimensions
ranging from 3 through D is denoted as a tensor. Specifically, a D-dimensional
tensor is termed an order-D tensor, with each dimension also being named the
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Table 1. Summary of the notations used in this chapter.

Notation Description

x Scalar
x Vector
X Matrix
XXX Tensor
xi ith element in the vector
Xi,j Entry located in row i and column j
Xi: ith row
X:j jth column

XXX(i) Superscript (i) used to identify the ith random tensor
XXX::j jth slice of a tensor
◦ Outer product

mode of the tensor. For instance, the first dimension of a tensor is also known
as the first mode.

To illustrate the construction of a tensor, let’s first consider matrices within a
lower-dimensional space. For instance, a matrix X can represent a bag of words
extracted from a collection of scientific papers, possessing dimensions Documents
- Words with a shape of NDocuments × NWords. In this matrix, an entry Xi,j

signifies the number of times word j appears in document i.
Utilizing tensors allows for the creation of a higher-dimensional representa-

tion of the data. Taking the example of scientific papers and including additional
information such as the publication year for each paper, we can represent this
data as an order-3 tensor XXX with dimensions Documents - Words - Time and a
shape of NDocuments ×NWords ×NTime. In this tensor, an entry XXXi,j,k denotes
the frequency of word j appearing in document i at time k (for instance, by
year).

We can extend this example from a 3-dimensional tensor to a D-dimensional
tensorXXX ∈ IRN1xN2x···xND , where an entry in the tensor is denoted asXXXi1, i2, · · · , iD
and the indexing ranges of each mode are i1, i2, · · · , iD ∈ [0 ≤ i1 < N1, 0 ≤ i2 <
N2, · · · , 0 ≤ iD < ND]. To facilitate notation, we adopt the multi-index notation
and use i to represent the indexing of D modes, such that i = i1, i2, · · · , iD and
XXXi denotes the tensor entry [Chi and Kolda(2012),Hong et al.(2020)].

Let nnz(XXX) represent the set of all non-zero entries in the tensor XXX, and let
Ω denote the set of all entries, including the zeros, indicating that we have a
sparse tensor when nnz(XXX) < |Ω| [Chi and Kolda(2012)]. Here, |Ω| denotes the
size of the tensor and is calculated as follows:

|Ω| =
D∏

d=1

Nd (1)

We can use the number of non-zeros and the size of the tensor XXX to calculate
the sparsity of the tensor as follows:

η =
nnz(XXX)

|Ω|
(2)
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Tensors generated from cyber data often exhibit both extreme sparsity and
substantial size. For instance, tensors derived from cyber Netflow data can
demonstrate sparsity as low as η = 10−8 [Eren et al.(2020)]. In the context
of Netflow data, the tensor’s dimensions might represent the source and desti-
nation devices and the timing of network communication events. As illustrated
in Figure 1, we depict a tensor with dimensions User -Source-Destination, where
each entry signifies a user engaging in an authentication activity from a source
device to a destination device. Due to the limited communication between most
devices within a network, tensors derived from Netflow data often display spar-
sity (as demonstrated in Figure 1). Similarly, diverse malware features, such as
file size, number of sections, and timestamps, can function as dimensions in the
tensor. Each specimen’s feature space aligns with a single index along each tensor
dimension, akin to the Netflow example, leading to a sparse tensor.
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Fig. 1. Binary tensor with the dimen-
sions User - Source - Destination. The
background traffic is shown with gray
and anomalies are highlighted in red.

Leveraging the sparsity of tensors of-
fers an opportunity to circumvent stor-
ing the entire tensor in memory, a chal-
lenge posed by their substantial size. In-
stead, the tensor can be stored in a Coor-
dinate (COO) format, which comprises a
list of non-zero coordinates and their cor-
responding non-zero values. In the COO
format, each coordinate represents the
indexing i, while each non-zero value cor-
responds to the entry XXXi.

The higher-order representation of
data using tensors allows for the analy-
sis of concealed information within the
data by considering interactions simulta-
neously across each dimension, thus fa-
cilitating the extraction of intricate and
multifaceted details. Two widely used
tensor decomposition algorithms for fac-
torizing tensors are the Tucker and CANDECOMP/PARAFAC Tensor Decom-
position (CPD) [Kolda and Bader(2009)]. In this chapter, we utilize CPD to
extract latent patterns from malware data. CPD compresses the D-dimensional
tensorXXX into lower-dimensional R rank-1 tensors, also referred to as components,
aiming to approximate the original tensor’s sum with the R rank-1 tensors:

XXX ≈
R∑

r=1

λr · a(1)r ◦ a(2)r ◦ · · · ◦ a(D)
r (3)

Here, ◦ denotes the outer product. The latent factors a(d)r correspond to
each dimension d, where 1 ≤ d ≤ D, and the rth component, where 1 ≤ r ≤ R,
describes the latent information for the given dimension. Each a(d)r is normal-
ized to sum up to 1, and the weight is absorbed by each λr. An illustration
of CPD is provided in Figure 2 for a 3-dimensional tensor. The tensor rank R
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Fig. 2. Illustration of CPD on a 3-dimensional tensor

is a hyperparameter selected by the user. Determining the rank R of a tensor
is known to be NP-Hard [Kolda and Bader(2009)]. CPD can be expressed in a
more concise format using the KRUSKAL notation as follows:

XXX ≈MMM ≡ Jλ ; A(1),A(2), · · · ,A(D)K (4)

Here the KRUSKAL tensor MMM is the low-rank approximation of XXX. Each
A(d) is a matrix of latent factors for dimension d. A(d)

:r is the rth latent factor

for dimension d with size Nd such that we can write A(d) as follows:

A(d) = [a
(d)
1 ,a

(d)
2 , . . . ,a

(d)
R ] (5)

Within each latent factor matrix MMM:: d− 1 = A(d) for dimension d, linearly
dependent columns A(d): r can be present for each r [Kolda and Bader(2009)].

However, when considering all latent factor matrices A(1,2,··· ,D) together, the
CPD solution is almost always unique [Qi et al.(2016),Kolda and Bader(2009)].
The uniqueness of CPD allows each component to represent distinct events or
characteristics of the data. Therefore, the results obtained from CPD provide
interpretable outcomes when examining each component individually.

In this chapter, we employ two popular tensor decomposition algorithms with
different properties to heuristically test RFoT’s malware classification capabil-
ity. The first one is the CANDECOMP/PARAFAC Alternating Least Squares
(CP-ALS) tensor decomposition algorithm [Battaglino et al.(2018), Bader and
Kolda(2006),Kolda and Bader(2009)]. To fit the tensor XXX, CP-ALS performs up-

dates using least squares by alternating between each latent factor matrix A(d),
while fixing the remaining A(d−1) factor matrices until convergence to solve the
following optimization function:

min
A(d)

||XXX−MMM||2 (6)

The second tensor decomposition algorithm used in our studies is CANDE-
COMP/PARAFAC Alternating Poisson Regression (CP-APR), a non-negative
tensor decomposition method that minimizes Kullback-Leibler (KL) divergence
via an updated Multiplicative Update (MU) algorithm [Chi and Kolda(2012)].
The CP-APR algorithm includes a non-negativity constraint, which allows the
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latent factors to be additive parts of the original data, resulting in improved
interpretability. In CP-APR, the tensor is modeled under a Poisson distribution
with the Poisson rate parameter γ > 0 as follows:

XXXi ∼ Poisson(γi) (7)

The CP-ALS algorithm was initially included in the widely used MATLAB
Tensor Toolbox [Bader et al.(2017)]. With RFoT, we introduce a Python im-
plementation of CP-ALS 8, utilized in our experiments. For the CP-APR al-
gorithm, we utilize an existing Python implementation with GPU capabili-
ties that was previously introduced [Eren et al.(2022), Eren et al.(2021)]. For
further information on tensors, we recommend [Kolda and Bader(2009), Ra-
banser et al.(2017)]. More details regarding the CP-APR algorithm can be found
in [Chi and Kolda(2012)], and additional information about CP-ALS is available
in [Battaglino et al.(2018)].

4 Semi-Supervised and Ensemble Methodology

We next present the RFoT methodology.

4.1 Clustering Specimens Over the Latent Components

We find that malware and benign-ware samples can be separated in an unsu-
pervised manner using tensor decomposition. This section begins by delineating
the necessary tensor configuration essential for extracting sample groupings from
a tensor decomposition. Moreover, we present concrete instances of clusters rep-
resenting malware and benign-ware within the latent factors. We then summarize
the clustering methods used in RFoT to capture the patterns formed in the latent
factors.

Sample
0.000
0.001
0.002
0.003
0.004
0.005
0.006

Benign Malware

Fig. 3. Clean malware and benign-ware clusters found by tensor decomposition

8 CP-ALS is available at https://github.com/MaksimEkin/RFoT

https://github.com/MaksimEkin/RFoT
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Sample
0.0020
0.0015
0.0010
0.0005
0.0000
0.0005
0.0010

Benign Malware

Fig. 4. Clean malware clusters and noisy benign-ware clusters found by tensor decom-
position

Malware Patterns in the Latent Factors: In order to extract latent factors
with the capability of describing malware and benign-ware patterns based on
each sample individually, we set our first dimension of the tensor XXX to repre-
sent each malware sample while selecting the remaining of the D−1 dimensions
and the tensor entry from static-malware-analysis based features using the PE
header. We give a detailed description of how the remaining D− 1 is configured
to build the tensor from PE features in Section 4.2. In this tensor configuration,
the shape of XXX is N1 × N2 × · · · × ND, where N1 is the total number of mal-
ware and benign-ware files from our dataset. For example, to access the tensor
entry of the first specimen from the dataset, for features that are indexing at
i2, · · · , iD, we would index the tensor as XXX0,i2,··· ,iD . Because the first dimen-
sion of XXX represents the samples, the obtained latent factor matrix for mode-1
is MMM::0 = A(1) ∈ IRN1 xR, where R is the tensor rank and A(1) carries latent
information regarding the samples in our data. Using A(1), we can access each
individual latent factor A(1)

:r ∈ IRN1 x 1 in which the N1 malware and benign-
ware samples would form clusters. In Figure 3, we provide an example latent
factor A(1)

:r obtained by factorizing N1 = 10, 000 malware and benign-ware from
the EMBER-2018 dataset using CP-ALS. Here, we can see that CP-ALS was
able to cleanly separate malware and benign-ware instances within the latent
factor. We also provide a second example with more noisy clusters in Figure 4.
In Figure 4, around 7 lines forming clusters can be seen. Although the lines that
have the majority of the samples from the malware class form cleaner clusters,
there are other clusters where benign and malware samples are included within
the same cluster. In Section 4.3, we will describe how we handle the more noisy
clusters, or the clusters with poor uniformity where the majority of the cluster
is not represented by a single class, using the Cluster Uniformity Score.

In addition to observing clusters that separate malware and benign-ware
within each latent factor A(1)

:r , we also find that malware and benign instances

cluster among components in A(1), such that a single component r represents
samples from a single class. For instance, in Figure 5 we again show a latent
factor obtained by factorizing N1 = 10, 000 malware and benign-ware from the
EMBER-2018 dataset using CP-ALS. This time, it can be seen that CP-ALS
was able to cluster benign instances within a single factor from the component r.
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Sample
0.01

0.00

0.01

0.02

0.03

Benign Malware

Fig. 5. Tensor decomposition placing benign samples into a single latent factor

Sample
0.006208

0.006210

0.006212

0.006214

0.006216

0.006218

Benign Malware

Fig. 6. Tensor decomposition placing malware specimens into a single latent factor

Similarly, in Figure 6, it can be seen that the latent factor r only contains mal-
ware specimens. Motivated by the fact that we can acquire meaningful patterns
that distinguish malware and benign-ware using tensor decomposition, we next
look at how these patterns can be captured to enable building a semi-supervised
classifier.

Capturing the Latent Patterns via Clustering: The performance of RFoT
depends on the success in capturing the patterns found by tensor decomposi-
tion into clusters. Therefore, in this section we compare two different clustering
methods. The first clustering algorithm we use to capture the patterns is called
Mean Shift (MS) [Fukunaga and Hostetler(1975),Wu and Yang(2007), Jin and
Han(2017)]. Specifically, we use the Scikit-learn implementation of this algo-
rithm [Pedregosa et al.(2011)]. MS uses centroids to be the mean of clusters
and updates the location of the clusters in a hill-climbing fashion to locate the
maxima of a given density function, making it a good fit to perform clustering in
a 1-dimensional space [Pedregosa et al.(2011)]. The window length, or the fur-
thest point from the centroid of a cluster, is selected via the bandwidth. We use
Scikit-learn’s estimate bandwith9 API to automatically determine the number of
clusters. RFoT applies MS to each component within the latent factor for the first
dimension A(1)

:r from a given tensor decomposition. We extract a total of Gr clus-

ters from each latent factor A(1)
:r , adding up to total of G = G0+G1+ · · ·+GR−1

9 We heuristically set the quantile hyper-parameter to be 0.1 for estimating the band-
width.
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clusters for a single tensor decomposition. We let the gj,r represent a cluster with
a set of samples from the rth component and jth cluster, where 0 ≤ j ≤ Gr − 1.

In addition to the MS clustering, we use Component clustering. The motiva-
tion behind the Component clustering comes from our observation that we can
obtain class-based groupings among components, rather than within individual
latent factor, obtained from tensor decomposition. We discussed this in Section
4.1, where figures 5 (component with only benign samples) and 6 (component
with only malware specimens) showed an example of clean clustering within a
single latent factor from the component r. Formally, when using the Component
clustering, we will let each A(1)

:r to define a single cluster such that gr,r = A(1)
:r .

The total number of clusters from the component r in this case is Gr = 1, and
the total number of clusters for the decomposition is G = R, where R is the
tensor rank. Recall that figures 3 and 4 showed example latent factors where we
had mix of both malware and benign-ware clusters. We will also use the Cluster
Uniformity Score, introduced below at Section 4.3, to filter out the cases where
we have more than one class describing a single latent factor.

After each tensor decomposition, we apply pre-processing to each latent fac-
tor A(1)

:r to keep the samples with signals, or samples with a value that is not
near 0 within the latent factor. To this end, prior to applying MS or Component
clustering, we mask out (or remove) the points that are close to zero, where the
distance to 0 is controlled with the hyper-parameter zero tol in RFoT. In our
experiments, we set zero tol = 1e− 08.

4.2 Ensemble of Random Tensor Configurations

Notation for an Ensemble of Tensors: Patterns extracted with tensor de-
composition depends on the configuration of the tensor including the selection
of the dimensions, tensor entry, and tensor rank. RFoT uses the ”wisdom of
crowds” philosophy by utilizing the patterns found from an ensemble of tensor
configurations with randomly selected dimensions, entries, and ranks. We use
the variable n estimators to represent the number of randomly generated ten-
sor configurations. Let XXX(i) be one of the randomly generated tensors where i
is in range 1 ≤ i ≤ n estimators. To describe the random tensor configuration
members of an ensemble, we re-formulate the notations introduced for tensor
decomposition in Section 3. We begin with re-writing the CPD formula with
sum of rank-1 tensors:

XXX(i) ≈
Ri∑
r=1

λr · a(i,1)r ◦ a(i,2)r ◦ · · · ◦ a(i,Di)
r (8)

Here we have the rank Ri CPD for the ith random tensor XXX(i) with Di

dimensions, and each a
(i,d)
r represents the rth latent factor for dimension d,

where r is in range 1 ≤ r ≤ Ri and d is in range of 1 ≤ d ≤ Di. Following the
KRUSKAL format we re-write the low-rank approximation as follows:

XXX(i) ≈MMM(i) ≡ Jλ ; A(i,1),A(i,2), · · · ,A(i,Di)K (9)
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HereMMM(i) is the low-rank estimation for the ith random tensor, andMMM
(i)
::d−1 =

A(i,d) is the latent factors matrix for dimension d. Each A(i,d) ∈ IRNd xRi is a
collection of latent factors as follows:

A(i,d) = [a
(i,d)
1 ,a

(i,d)
2 , . . . ,a

(i,d)
Ri

] (10)

As explained in Section 4.1, to capture the sample groupings, RFoT fixes
the first dimension to represent each sample from our dataset. In an ensemble

of random tensor configurations setting, MMM
(i)
::0 = A(i,1) ∈ IRN1 xRi is the latent

factors matrix for the first dimension representing the N1 malware and benign
instances for the ith random tensor. MS clustering is applied to each A(i,1)

:r =

a
(i,1)
r , to capture G

(i)
r number of clusters from component r, such that the total

number of clusters found from ith tensor is G(i) = G
(i)
0 + G

(i)
1 + · · · + G

(i)
Ri−1.

In an ensemble notation, we will let each cluster with a set of samples to be

denoted with g
(i)
j,r, where 0 ≤ j ≤ G

(i)
r , for the rth component of ith tensor

decomposition. With Component clustering, each cluster is g
(i)
r,r = A(i,1)

:r , and
the total number of clusters G(i) = Ri for the ith tensor decomposed to rank
Ri.

Random Tensor Configuration Sampling: Our random tensor sampling
includes a random selection of the number of dimensions, the features to rep-
resent each dimension, tensor entry, and random or fixed tensor rank. For each
i random tensor, we first randomly choose the number of dimensions Di with
replacement, such that the range of Di is 3 ≤ Di ≤ β − 1, where β is the total
number of features from the original matrix X ∈ IRN1 x β . The minimum and
maximum number of dimensions a random tensor configuration can have is con-
trolled using the RFoT hyper-parameters (min dims, max dims), where dims is
short for dimensions. Here min dims >= 3 since tensors have at least 3 dimen-
sions, and max dims <= β since we need one of the features to be the tensor
entry. The first dimension is size N1 representing each malware and benign-ware
sample, and the features representing the remaining Di − 1 dimensions are ran-
domly selected from β features without replacement. Next, from the remaining
β−Di features, which represent the feature(s) that are not selected to be a ten-
sor dimension, RFoT randomly selects the feature to be used as the tensor entry
with replacement. Finally, rank Ri is selected randomly, also with replacement,
or each random tensor is assigned a user-defined fixed rank Ri = rank .

Tensor rank determines the number of hidden features, or latent components,
that the tensor decomposition should extract. If we choose the rank to be too low,
then we may miss vital information (under-fitting), while if the rank is chosen
to be too high, then we might include noise in our solution (over-fitting) [Van-
gara et al.(2020)]. If we under-fit or over-fit the solution, then the latent factors
might not have meaningful patterns to cluster benign and malware instances. By
randomly selecting the rank, we attempt to avoid the need to correctly deter-
mine the rank of the tensor. Using the philosophy ”wisdom of crowds”, we hope
that an ensemble of tensor decomposition collectively can reach a consensus in
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the extracted patterns and allow precise malware detection. By doing so, we let
the ensemble members, random tensors, complement each others’ weaknesses.
Specifically, we want to cancel out the impact of the cases where we obtain poor
tensor decomposition results by deriving a decision based on the majority of the
population. This hypothesis assumes that the cases with impure clusters do not
represent the majority of the population.

As we sample each random tensor configuration, we do not check if the same
configuration was already used. This check is avoided to ensure that the ran-
dom sampling process remains fast as the size of the ensemble grows. There-
fore, the aforementioned four steps for sampling random tensor configurations
for building the ensemble of n estimators tensors can result in repeated tensor
configurations, which would need to be discarded after the sampling. Inspired
from the previously introduced technique for fast sampling of zero tensor in-
dices [Hong et al.(2020)], we over-sample the tensor configurations to lower the
probability of the repeated tensor configurations. Therefore, we set the ensemble
size to be n estimators + (n estimators · 0.1) random tensors. We then perform
post-processing to keep the unique tensor configurations and under-sample the
ensemble to be the size of at most n estimators.

Feature
Vector 5 19 42 20 21 3 11 5 18 21 13 2 43

2.9-10.8 10.8-18.6 18.6-26.4 26.4-34.2 34.2-42Bins Ranges 

0 1 2 3 4
5 Bin Indices 

Making the Tensor Dimension 

Fig. 7. Example of 4 numerical feature values being mapped to 5 bins to form a tensor
dimension.

Feature to Tensor Dimension Mapping and Tensor Entry: Categorical
features can easily be mapped to an index in the tensor dimension. For example,
take the EMBER-2018 feature has signature, a binary feature that can be a 0 or
1. If a tensor dimension represents this feature, the size of that dimension would
be 2, where has signature = 0 would map to index 0, and has signature = 1
would map to index 1. This generalizes to any categorical feature where the
labels can be encoded to retrieve features to dimension index mapping.

On the other hand, in order to use a numerical feature as a tensor dimension
we need to utilize binning to map the given numerical value to a certain index
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in the dimension. RFoT uses the cut API from the Pandas Python library to
bin numerical values [pandas development team(2020),Wes McKinney(2010)].
The number of bins, or dimension size Nd, is determined by the RFoT hyper-
parameter bin scale, where the number of bins is Nd = bin scale ·num unique(f).
Here num unique(f) gives the total number of unique elements present in a given
feature vector f , which is one of β features. We provide an example in Figure
7 which shows how numerical features are mapped to 5 bins to from a tensor
dimension.

We can utilize a real example to further explain how a tensor for malware data
can be built using numerical feature binning and categorical feature mapping.
For example, let ith random tensor XXX(i) have the dimensions Sample - Number
of Strings - Has Signature, and entry Number of Sections. Sample dimension
represents each N1 malware and benign-ware sample. The dimension Number of
Strings represents the number of printable strings present in a given malware
or benign instance, with size N2 = bin scale · num unique(f), such that the
EMBER-2018 features for the number of strings will map to an index between
0 and N2 − 1. The categorical dimension Has Signature identifies if a given
specimen has a signature or not, thus the size of the last dimension is N3 = 2.
Finally, the tensor entry Number of Sections determines the number of sections

present in the PE header of a given file. An entry XXX
(i)
n,s,f in this tensor represents

the number sections that a specimen n ∈ [0, 1, · · · , N1 − 1], with number of
strings that bins to an index s ∈ [0, 1, · · · , N2 − 1], and with the signature flag
f ∈ [0, 1] has.

4.3 Semi-supervised Classification with RFoT

Tensor decomposition extracts latent patterns from multi-dimensional data
in an unsupervised fashion, and we capture these patterns for malware and
benign samples using clustering techniques as described in Section 4.1. Using
the captured clusters, we formulate a semi-supervised classifier that utilizes the
information found by tensor decomposition. In this section, we first describe
how the semi-supervised voting over the clusters is performed. This include the
cases where the model is unable to make a decision for a given sample, and thus
abstaining vote is given. We then introduce the Cluster Uniformity Score that
is used as a threshold to filter out noisy, or non-uniform clusters.

RFoT takes a dataset X ∈ IRn x β , where n is the number of samples and
β is the number of features, and a vector y that represents the labels for each
n samples such that yn ∈ [−1, 0, 1, · · · , C − 1]. Note that −1 is used for the
unknown specimens, and C is the number of classes. In this chapter, we have
C = 2 for malware and benign-ware, such that yn ∈ [−1, 0, 1] where 0 labels the
benign-ware and 1 labels the malware. When we obtain a cluster, we use the
known samples (samples with labels) as a reference to help us make a decision
against the unknown samples (samples without labels, or −1) within that cluster.
Specifically, the class vote of the given unknown samples that are in the cluster

g
(i)
j,r is determined by the majority class of the known samples that are in the
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Case 1 
Vote Benign-ware
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No Unknown Samples
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Vote Malware

Case 4 
No Unknown Samples
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No Unknown Samples

Fig. 8. Possible cases of clusters that can be seen

same cluster g
(i)
j,r. There are 7 possible cases of cluster characteristics that we can

obtain from the latent components, which are shown in Figure 8. In Case 1, we
may have a cluster containing a set of unknown specimens and a set of known
benign-ware. In this case, we would vote the unknown specimens as benign files.
Similarly, we can vote the unknown specimens as malware if the majority of the
known specimens are malware in the same cluster, as shown in Case 3. It is
also possible to come across clusters where no unknown specimens are present,
as shown in Case 2, Case 4, and Case 7. If there are no unknown samples in
a given cluster, we disregard the cluster since we do not need to perform any
voting.

This semi-supervised setup for classifying unknown specimens via clustering
allows us to perform abstaining predictions (i.e. predict ”I do not know”) due
to not being able to obtain a class vote for a given sample. For instance, if a
cluster consists of only a set of unknown specimens, as shown in Case 5, we
cannot take a vote for these samples since we do not have any labeled instances
to inform us regarding the class vote. We also cannot take a vote for the samples
that are masked out due to the lack of signals (samples that are close to 0 with
a certain threshold), as described in Section 4.1, since these instances would not
be used in clustering. If a given sample always falls in a cluster without any
known samples, as in Case 5, for each random tensor XXX(i) and its latent factor
for the first dimension A(i,1) obtained by the decomposition, then this sample is
predicted to be abstaining, or its label is kept as unknown (−1). Similarly, if a

given sample n is consistently masked out due to being near zero in each A(i,1),
then it is predicted to be abstaining.
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For the samples that do get class vote(s), we perform max-vote to determine
the final class prediction. That is, if a given specimen n has its majority of the
votes (over 50%) representing one of the C classes, the instance n is predicted
to be that class.

Cluster Uniformity Score: It is possible to encounter a cluster that is not
uniform in representing a single class (cluster have known instances from multiple
classes). We have already shown an example of a latent factor with non-uniform
clusters in Figure 4, where noisy clusters occur. In Figure 8,Case 6 demonstrates
a cluster where we have a mix of known malware and benign-ware specimens.
In such cases, we cannot obtain an accurate class vote from the cluster. To filter
out these clusters, we use the Cluster Uniformity Score which is calculated based

on the fraction of the most dominant known class in the given cluster g
(i)
j,r. We

have previously used cluster uniformity score in our prior work for determining
the uniformity of the clusters based on known specimens [Eren et al.(2023)]. In
this chapter, we utilize the same metric, but re-formulate it to match with our
ensemble of tensors notation as follows:

Ug
(i)
j,r =

|max (g
(i)
j,r

known
)|

|g(i)
j,r

known
|

(11)

Here Ug
(i)
j,r is the cluster uniformity score for jth cluster obtained from rth

component of tensor decomposition of ith tensor, g
(i)
j,r. |max(g

(i)
j,r

known
)| is the

number of samples that belongs to the most dominant class with known samples

in the cluster g
(i)
j,r, while |g

(i)
j,r

known
| is the total number of known samples in the

cluster. The clusters where Ug
(i)
j,r is below the specified uniformity threshold t

are removed from consideration, and thus no class vote is obtained from these
clusters. If a given specimen n continuously falls in the clusters that are removed
due to poor purity, it is also predicted to be abstaining at the end.

4.4 Putting it Together: the RFoT Algorithm

We summarize the RFoT methodology in Figure 9, and with pseudo-code in
Algorithm 1. We first randomly sample tensor configurations (1). Then each ten-
sor configuration is factorized to obtain the latent components (2). Within each
latent component, we look at the latent factor representing each malware and
benign-ware sample (2). Clustering is applied to capture the groupings within
each of these latent factors (2). We filter out the noisy clusters using the cluster
uniformity score. In the cases where we were able to acquire clean clusters, we
take a class vote in a semi-supervised fashion (2). After each tensor is factorized,
and class votes are obtained from each latent factor for the first dimension, we
get the final class prediction via max-vote (3). The specimens are predicted to
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Fig. 9. RFoT methodology overview

be abstaining if they did not get any class vote due to either being part of clus-
ters that were not uniform, not falling in a cluster that had known samples, or
because they were masked out due to not having a signal.

We finally note that our implementation of RFoT computes the decomposi-
tion of the ensemble of random tensor configurations in a parallel fashion, since
they are independent of one another. The parallel computation of the members
of ensemble allows us to reduce the total time needed for prediction. Specifically,
in Algorithm 1, lines 3 through 15 are executed in parallel based on the number
of jobs that the user wants to run.

Now that we have introduced our methodology, we will next showcase the
experiment results from a case-study where we classified malware and benign
samples from the EMBER-2018 dataset using RFoT.

5 Experiments

In this section, we begin by introducing the dataset and the features utilized
in our experiments. Following that, we provide a summary of the performance
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Algorithm 1 RFoT(X, y, n estimators, bin scale, t, R, min dims, max dims)

1: tensor configs = sample tensors(X, n estimators, R, min dims, max dims)

2: class votes = []

3: for config in tensor configs do ▷ Start the parallel execution

4: XXX(i) = build tensor(bin features(X, config), config) ▷ COO format

5: MMM(i) = decompose(XXX(i), Ri) ▷ CP-ALS or CP-APR

6: A(i,1) = get signals(MMM
(i)
::0) ▷ Mask out near zero elements for the mode-1

7: clusters = cluster latent factor(A(i,1)
:r ) ▷ For each Ri, MS or Component

8: for g
(i)
j,r in clusters do

9: if g
(i)
j,r in [Case 4,5,6 or 7] then ▷ See Figure 8 for the cases

10: continue ▷ Abstaining votes

11: else

12: class votes.append(vote(g
(i)
j,r, y)) ▷ Semi-supervised voting

13: end if

14: end for

15: end for ▷ End the parallel execution

ypred = max vote(class votes, y) ▷ Final class prediction

16: return ypred

evaluation metrics applied in our studies. Subsequently, we compare our results
to the baseline models and assess the performance of RFoT alongside the baseline
models as the labeled data percentage decreases.

5.1 EMBER-2018 Dataset and Experiment Setup

The availability of publicly accessible malware datasets for benchmarking ML
methods has historically been limited. This constraint stems from challenges re-
lated to acquiring labeled malware data, encompassing issues such as copyright
concerns for benign data and the time-consuming, expensive nature of labeling
malware data [Raff and Nicholas(2020)]. To mitigate this problem, Anderson et
al. introduced the EMBER-2018 dataset [Anderson and Roth(2018)]. Since its
release, EMBER-2018 has emerged as a popular dataset employed by researchers
to assess the efficacy of their ML-based techniques in the malware domain. Con-
sequently, we utilize the EMBER-2018 dataset in our study to evaluate the
capabilities of our introduced algorithm, RFoT.

EMBER-2018 consist of PE header and file meta-data features drawn from
1.1 million Windows malware and benign-ware, out of which 800,000 of them
has labels. In this study we use 9 PE header features to construct our tensors,
and train the baseline models. Specifically, following features are used:

1. Number of Strings: the number of printable strings in the file
2. Strings Entropy: randomness measurement for the printable strings
3. File Size: size of the executable in bytes
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4. Number of Exports: number of functions being exported by the binary

5. Number of Imports: number of functions being imported by the binary

6. Size of Code: the size of the code section (.txt) in PE header

7. Number of Sections: the total number of sections in the PE header

8. Has Debug: flag to indicate if the debug value is on/off

9. Has Signature: flag to indicate if the file has a signature

To conduct our experiments, we build 10 smaller subsets out of all the 800,000
instances in EMBER-2018, where each subset contains 10,000 balanced amounts
of malware and benign-ware. We apply our experiments to every 10 subset data
to show that the reported results are statistically significant. Our final results are
reported with a 95% Confidence Interval (CI). In Section 5.3, where the several
evaluation metrics used to report the performance of our method as compared
to the baseline models, we make the test set size to be 30% of 10,000 malware
and benign instances for each 10 subsets. For RFoT, 30% test size gives us the
number of samples without labels (unknown set).

5.2 Performance Evaluation Metrics

Precision, Recall, and F1 Measure: To evaluate the performance of our
method and the baseline models, we use Precision, Recall, and F1 score. Precision
score measures the ability of the model’s correctly identify the positive class and
can be calculated as follows:

Precision =
TP

TP + FP
(12)

where TP is the number of true positive predictions, FP is the false positives.
The Recall metric measures the extent to which model can detect the positive
class, malware in our case, and it is calculated as follows:

Recall =
TP

TP + FN
(13)

where FN is the number of false negatives. F1 score is calculated using both
the Precision and Recall scores together; therefore, F1 score is only high when
both Precision and Recall are high. F1 score can be calculated as follows:

F1 = 2 · Precision · Recall
Precision + Recall

(14)

More specifically, F1 can be calculated as follows:

F1 =
TP

TP +
1

2
(FP + FN)

(15)
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Execution Time and Abstaining Predictions: The other two metrics used
in our results are the execution time for both RFoT and baseline models, and
the percent of abstaining predictions for RFoT. The execution time for the base-
line models XGBoost, LightGBM, and XGBoost+SelfTrain (the semi-supervised
extension of XGBoost) include the time it took to train the models and make
predictions. Finally, the percentage of the abstaining predictions gives tells us
the percent of unknown samples that remained unknown (or with label −1) after
the prediction.

5.3 RFoT Performance and Baseline Comparisons

Table 2. Baseline comparisons

Model Method F1 Precision Recall Abstaining (%) Time (sec)

RFoT (Component, CP-ALS) Semi-supervised 0.968 (+-0.005) 0.968 (+-0.005) 0.968 (+-0.006) 75.703 (+- 0.863) 536.151 (+- 5.132)
RFoT (MS, CP-ALS) Semi-supervised 0.913 (+-0.005) 0.915 (+-0.004) 0.913 (+-0.005) 58.158 (+- 0.399) 554.831 (+- 5.263)
RFoT (Component, CP-APR) Semi-supervised 0.940 (+-0.016) 0.941 (+-0.016) 0.940 (+-0.016) 93.220 (+- 1.534) 880.700 (+- 21.192)
RFoT (MS, CP-APR) Semi-supervised 0.793 (+-0.008) 0.805 (+-0.007) 0.797 (+-0.008) 54.218 (+- 1.646) 1582.156 (+- 20.056)
LightGBM Supervised 0.871 (+-0.005) 0.871 (+-0.005) 0.871 (+-0.005) NA 78.595 (+- 6.040)
XGBoost Supervised 0.873 (+-0.005) 0.874 (+-0.005) 0.873 (+-0.006) NA 93.805 (+- 2.752)
XGBoost+SelfTrain Semi-supervised 0.872 (+-0.006) 0.873 (+-0.006) 0.873 (+-0.006) NA 87.410 (+- 6.813)

We compare RFoT with CP-ALS and CP-APR decomposition, using MS
and Component clustering, against baseline models XGBoost, LightGBM, and
XGBoost+SelfTrain. For CP-APR we use 16 parallel jobs to decompose each
random tensor using GPUs, while for CP-ALS is decomposed with 50 parallel
jobs on CPUs. We tune the baseline models using a popular Python package
Optuna [Akiba et al.(2019)]. XGBoost and LightGBM tuned with 3-fold strati-
fied cross-validation and 50 trials to identify the optimal hyper-parameters. The
tuning settings, or search space for the optimal hyper-parameters, listed below
are the same from our prior work on semi-supervised malware family classifica-
tion [Eren et al.(2021)].

For LightGBM, we used 250 maximum number of iterations, gbdt boosting
type, and objective function binary logloss. The following hyper-parameters were
tuned (ranges are shown in parenthesis): min data in leaf (5-100 in log scale),
max depth (2-7), bagging freq (0-5), bagging fraction (.5-1.0), learning rate (.001-
.1 in log scale), and feature fraction (.1-.7).

As for XGBoost, we set the maximum boosting rounds to 250 and use the
binary-hinge objective function. The following hyper-parameters were tuned,
with ranges again shown in parentheses: max depth (2-10), eta (.003-0.5 in
log scale), subsample (.2-.7), rounds (10-300), colsample bytree (.3-1.0), colsam-
ple bylevel (.5-1.0), and lambda (.1-2.0). We use the same tuned hyper-parameters
for XGBoost for the XGBoost+SelfTrain baseline model.

In Table 2, we compare RFoT with baseline models based on F1 score, Pre-
cision, Recall, and computation time in seconds. Additionally, we display the
percentage of abstaining predictions for RFoT. From the table, it’s evident that
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each RFoT model outperforms every other baseline model. The RFoT model
employing Component clustering and CP-ALS tensor decomposition achieves
the highest F1 score of 0.968. However, this model also generates a significantly
high abstaining prediction rate of 75.70%. Thus, an ideal model choice emerges
with RFoT utilizing MS clustering and CP-ALS tensor decomposition, boasting
a commendable F1 score of 0.91 and a lower abstaining prediction rate of 58%.

CP-APR with component clustering also demonstrates high performance
with an F1 score of 0.94. However, it registers the highest abstaining predic-
tion rate at 93.22%. In contrast, RFoT with CP-APR decomposition and MS
clustering yields the lowest F1 score of 0.79. Among the models compared, the
fastest performer is LightGBM clocking in at 78.59 seconds.

These results underscore that RFoT is an ideal model for precise malware
detection, although it might predict a lower number of samples due to abstaining
predictions. Notably, as a semi-supervised solution, RFoT surpasses supervised
models, potentially offering better generalizability to novel malware.
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Fig. 10. Abstaining percentage is shown for different values of the unknown fraction.

Labeled Malware Data Scarcity Experiment: Compared to other ML
fields, obtaining labeled malware data is time-consuming and expensive [Raff
and Nicholas(2020)]. This issue is particularly problematic because popular su-
pervised ML solutions for malware detection often require a large quantity of
labeled data to achieve good performance. Additionally, Raff et al. emphasize
that semi-supervised solutions in the realm of Windows malware classification
have not received sufficient attention, despite their potential benefits such as
improved generalizability to novel malware and achieving higher performance
even with a limited quantity of labeled data [Raff and Nicholas(2020)].

Therefore, we conducted tests on the performance of our semi-supervised
solution with a decreasing quantity of labeled data. We then compared its per-
formance with that of the supervised and semi-supervised baseline models.
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Fig. 11. F1 score is shown for different values of the unknown fraction.

We range the fraction of unknown specimens between 0.02 and 0.98 with the
step size of 0.02. The fraction of unknown samples θ means that the proportion
of the known samples would be 1 − θ. For the supervised baseline models, the
fraction of the unknown samples θ is equivalent to the size of the test set, while
the fraction of the known samples determines the training set size. The baseline
models are also tuned in this experiment as described in Section 5.3.

In Figure 10, the percentage of abstaining predictions for RFoT with CP-
ALS and CP-APR, along with MS and Component clustering, is illustrated.
CP-APR with Component clustering exhibits the highest number of abstaining
predictions, while CP-APR with MS clustering shows the lowest. Meanwhile,
Figure 11 indicates that CP-APR with MS clustering demonstrates the low-
est performance. This suggests that CP-APR struggles to identify meaningful
patterns that differentiate the classes within each latent factor. However, CP-
APR with Component clustering achieves high-performance results, albeit with
a trade-off of a high number of abstaining predictions.

CP-ALS with MS and Component clustering presents a lower percentage of
abstaining predictions along with higher F1 scores. As the fraction of unknown
specimens increases, the percentage of abstaining predictions initially remains
stable and then rapidly decreases, particularly after an unknown fraction of
approximately 0.7, as depicted in Figure 10. This decline could be attributed to
the cluster uniformity score’s inability to filter out noisy clusters, as they are
now represented by unknown specimens from the same class. Consequently, the
other known specimens, which initially revealed the poor uniformity, are lost as
the unknown fraction increases.

In Figure 10, it’s noticeable that our baseline models generally demonstrate
similar performance trends as the fraction of unknown specimens increases. How-
ever, there’s a significant performance drop observed for XGBoost+SleftTrain
after an unknown fraction of 0.74.
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RFoT with CP-ALS and MS clustering, along with CP-APR with Component
clustering, outperforms each baseline model until XGBoost and LightGBM start
to surpass RFoT with CP-ALS and MS clustering after the unknown fraction
reaches 0.86. Similarly, XGBoost and LightGBM outperform RFoT with CP-
APR and Component clustering after an unknown fraction of 0.94.

Considering that abstaining predictions contribute to maintaining model per-
formance, it’s noteworthy that RFoT based on CP-ALS with Component clus-
tering consistently outperforms each of the baseline models, irrespective of the
fraction of unknown specimens.

We demonstrated the performance of RFoT and compared it to the tuned
baseline models that prior studies have used to report state-of-the-art malware
detection results. Our findings unveiled that RFoT, as a semi-supervised solu-
tion, exhibits superior capabilities in detecting malware compared to the base-
line models, including the supervised algorithms. Furthermore, our experiments
highlighted that RFoT can achieve higher accuracy in detecting malware even
as the percentage of known samples decreases.

6 Conclusions

We introduced RFoT, a semi-supervised method that employs tensor de-
composition to classify malware and benign ware. Tensor decomposition reveals
significant latent patterns that clustering methods can capture, effectively dis-
tinguishing between malware and benign-ware. This approach allows us to utilize
known samples as a reference point for voting on class labels of unknown speci-
mens.

As the information extracted via tensor decomposition relies on the tensor’s
configuration, we devised a model that generates an ensemble of random config-
urations. Using a max-vote system based on the majority decisions within the
ensemble population, we make the final class predictions.

Our experiments demonstrated that our semi-supervised method delivers
more precise classification results compared to baseline supervised and semi-
supervised ML models. However, this comes with the trade-off of predicting a
lower number of samples due to abstaining predictions. Additionally, we have
made our code publicly available to support the utility of tensor decomposition
in malware analysis and to ensure the reproducibility of our results.
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